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Abstract- As 3D images and videos are grabbing more attention of people these days, it became very important concern for 

researchers. Recent area of interest growing in converting 2D images into 3D images. Many researchers have worked upon 

different methods to bridge this gap. This paper addresses various methodologies and recent trends in Image from 2D to 3D 

conversion. We have bestow on Binocular Depth Cues Techniques like binocular Disparity Motion, Focus, Defocus, silhouette 

and other concepts based on several aspects and considerations. This paper also discusses strength and limitations of these 

algorithms to give a broader review on which various techniques to be used in different cases. 

 

Keywords: Binocular Depth Cues, 2D to 3D Images, Strength, Limitations, Conversion Algorithms. 

 

I. INTRODUCTION 

 

Depending on the number of input images, we can label the 

existing conversion algorithms into two groups: algorithms 

based on two or more images and algorithms based on a 

single still image. In the first case, the two or more input 

images could be taken either by multiple fixed cameras 

located at different viewing angles or by a single camera 

with moving objects in the scenes. We generate depth cues 

used by the first group the multi-ocular depth cues. The 

second group of depth cues operates on a single still image, 

and they are referred to as the monocular depth cues [3].  

The Table 1 summarizes the depth cues used in 2D to 3D 

conversion algorithms and their representative works. [1] 

Until now we have been concerned with monocular 

techniques. The camera we considered had one lens and the 

properties of arrangements. Two eyes provide two views. 

However, two eyes are placed in front of head, have fields of 

view that coincide considerably (field of view is 208ᵒ with 

130ᵒ overlap). Thus eyes provide slightly different views of 

almost same scene. These slightly different images of the 

same scene enable to estimate the depth of 3 dimensional 

scene. The world of 3D incorporates the third dimension of 

depth, which can be perceived by the human vision in the 

form of binocular disparity. The brain is then able to 

reconstruct the depth information from these different views. 

A 3D display takes benefit of these circumstances, creating 

two slightly different images of every scene and then 

presenting them to the individual eyes. With an appropriate 

disparity and calibration of parameters, a correct 3D 

perception can be realized. 

 

TABLE 1: Depth cues and their representative algorithms. [1] 

 
 Depth Cues Representative Works 

 

One single image (monocular) 

Binocular Correlation-based, feature-based 

Disparity correspondence; triangulation [23][24] 

Motion Optical flow [23]; Factorization[30] 

 

Defocus 

Kalman filter [31] 

Local image decomposition using the Hermite polynomial 

basis [25]; Inverse filtering [32]; S-Transform [33] 

Focus A set of images of different focus 

 level and sharpness estimation [26] 

Silhouette Voxel-based and deformable mesh 

 model [27] 

 

One single image (monocular) 

Defocus Second Gaussian derivative [28] 

Linear perspective Vanishing line detection and gradient plane assignment [29] 

Atmosphere Scattering Light scattering model [13] 

Shading Energy minimization [14] 

Patterned texture (Incorporates relative size) Frontal texel [15] 

Symmetric patterns Combination of photometric and geometric constraints [16] 

Occlusion  

https://www.researchgate.net/publication/220612531_Video-object_segmentation_and_3D-trajectory_estimation_for_monocular_video_sequences?el=1_x_8&amp;enrichId=rgreq-0453273920f45ade61cf50b5fd30653e-XXX&amp;enrichSource=Y292ZXJQYWdlOzI3MDg5OTM3NTtBUzoxODYyNTAwMjM2Nzc5NTJAMTQyMTQxNjg3NDk1OA%3D%3D
https://www.researchgate.net/publication/4184904_Shape_from_shading_base_on_finite-element?el=1_x_8&amp;enrichId=rgreq-0453273920f45ade61cf50b5fd30653e-XXX&amp;enrichSource=Y292ZXJQYWdlOzI3MDg5OTM3NTtBUzoxODYyNTAwMjM2Nzc5NTJAMTQyMTQxNjg3NDk1OA%3D%3D
https://www.researchgate.net/publication/221259258_Shape_from_Non-homogeneous_Non-stationary_Anisotropic_Perspective_Texture?el=1_x_8&amp;enrichId=rgreq-0453273920f45ade61cf50b5fd30653e-XXX&amp;enrichSource=Y292ZXJQYWdlOzI3MDg5OTM3NTtBUzoxODYyNTAwMjM2Nzc5NTJAMTQyMTQxNjg3NDk1OA%3D%3D
https://www.researchgate.net/publication/3820869_Shape_reconstruction_of_3D_bilaterally_symmetric_surfaces?el=1_x_8&amp;enrichId=rgreq-0453273920f45ade61cf50b5fd30653e-XXX&amp;enrichSource=Y292ZXJQYWdlOzI3MDg5OTM3NTtBUzoxODYyNTAwMjM2Nzc5NTJAMTQyMTQxNjg3NDk1OA%3D%3D
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- Curvature 

- Single Transform 

Smoothing curvature and isophote [17] 

Shortest path [18] 

Statistical patterns Color-based heuristics [29], 

Statistical estimators [19] 

 

Many 3D instruments have entered into our live, such as 

3D display, stereoscopic capture, games and so on. The 

discernment of 3D images is due to the parallax between 

the viewer’s two eyes. Therefore, traditional stereo vision 

generation requires at least two images with slightly 

different projections.[2] Thus changing 2D images into 3D 

images requires different techniques to get the 

perfection.The conversion methods are also categorized 

into automatic method and semi-automatic method. In 

automatic method human intervention is not required, but 

in semi-automatic method human operator is involved. 

Computational time and design cost are the metrics that 

should be considered while designing these algorithms. 

 

II. Conversion Techniques 

 

Binocular Disparity 

With two images of the alike scene captured from slightly 

different viewpoints, the binocular disparity can be used to 

recover the depth of an object. This is the main mechanism 

for depth perception. Those of us blessed with pair of eye 

need not to move in order to gain the benefits of parallax 

for estimating depth. Eyes are separated by about 6 and 

half cm and with significantly overlapping field of view, 

see slightly different views of any object they look at. The 

difference between the views of the two eyes (binocular 

disparity) thus provides a way to determining the distance 

of the object in sight. This difference in response leads to 

the viewer’s perception and these features lie at different 

depths.[40] 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 1: Binocular Disparity. 

 

Binocular Disparity is useful for depth estimation only if 

your eyes see different images. Distant scene also presents 

essentially the same view to your two eyes, for such cases 

binocular disparity is of little use. But for close objects it is 

extremely effective way of gauging depth. The amount of 

Depth perceived depends on binocular disparity between 

your two views. The wider the separation of the points of 

views, the greater the apparent depth is. 

Assume pl and pr are the projections of the 3D point P on 

the left image and right image; Ol and Or are the origin of 

camera coordinate systems of the left and right cameras. 

Based on the relationship between similar triangles ( P , pl 

, pr ) and ( P,Ol ,Or ) shown in Figure 2, the depth value Z 

of the point P can be obtained: 

Z= f                                                    (2.1) 

where d = xr − xl , which measures the difference in retinal 

position between corresponding image points. The 

disparity value of a point is often interpreted as the 

inversed distances to the observed objects. Therefore, 

finding the disparity map is essential for the construction 

of the depth map.[3] 

 

Advantages:  

Increase Depth Perception 
With both eyes of a creature with binocular vision are in 

front and near each other, it results to a highly improved 

perception of depth. This is because a creature is able to 

distinguish how near or far is the subject from it. This is 

not the same in the case of a creature with monocular 

vision. 

Flexibility 

 Another advantage of having two eyes that can focus on 

an image directly is being able to use only one eye in case 

the other one is damaged or blinded. Although this might 

not be easy at first and needs getting used to, having only 

one functioning eye is possible. This is because the eyes 

are located in front and it will still be possible for a person 

or an animal with only one eye to see what is in front. 

Visibility Beyond an Obstacle 

This is explained by Leonardo Da Vinci when he said that 

if there is a vertical column closer to a person than the 

image or subject of focus, there column might block a 

portion of the image from one eye but that part of the 

image can be visible to the other eye. 

Disadvantages: 

Decreased Visual Field 

A creature with binocular vision might have the ability of 

depth perception but cannot enjoy a wider visual field 

unlike preys with monocular vision that can see from 

behind. Since the eyes are both located in front, a creature 

with binocular vision can also see in front and from the 

peripheral view but not beyond these two. 

 

https://www.researchgate.net/publication/221619207_Learning_Depth_from_Single_Monocular_Images?el=1_x_8&amp;enrichId=rgreq-0453273920f45ade61cf50b5fd30653e-XXX&amp;enrichSource=Y292ZXJQYWdlOzI3MDg5OTM3NTtBUzoxODYyNTAwMjM2Nzc5NTJAMTQyMTQxNjg3NDk1OA%3D%3D
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Limited Focus 

The placement of the eyes which are proximal to each 

other allows for a creature to see an image and focus on a 

single image. This means that the creature will not be able 

to see another object from the sides or behind since the 

brain sends signals to the eyes to focus on only one image. 

 

Prone to Disorder 

Binocular vision can suffer from different visual disorders 

and anomalies. These include visual confusion, 

suppression and diplopia. Also, these anomalies can result 

to blurred vision, headache and eye pain, among others. 

Motion 

By moving your head you can change your view 

sufficiently so that you can see the object. To estimate 

depth you can rely much more heavily on the fact that your 

view is different as you are at different position. This 

phenomenon known as parallax. So you view of different 

objects changes as you move, according to the distance 

from you (Figure 2) 

 
FIGURE 2: Perception of image w.r.t motion 

 

The relative motion between the viewing camera and the 

observed scene provides an important cue to depth 

perception: near objects move faster across the retina than 

far objects do. The extraction of 3D structures and the 

camera motion from image sequences is termed as 

structure from motion. The motion may be seen as a form 

of “disparity over time”, represented by the concept of 

motion field. The motion field is the 2D velocity vectors of 

the image points, induced by the relative motion between 

the viewing camera and the observed scene. The basic 

assumptions for structure-from-motion are that the objects 

do not deform and their movements are linear. Suppose 

that there is only one rigid relative motion, denoted by V, 

between the camera and scenes. Let P = [ X ,Y , Z ]
T
  be a 

3D point in the conventional camera reference frame. The 

relative motion V between P and the camera can be 

described as 

V = −T − ω × P                                           (2.2) 

where T and ω are the translational velocity vector and the 

angular velocity of the camera respectively. The 

connection between the depth of 3D points and its 2D 

motion field is incorporated in the basic equations of the 

motion field, which combines equation (2.2) and the 

knowledge of perspective projection: 

 

 

 

(2.3) 

 

 

 

 

(2.4) 

 

 

Where vx and vy are the components of motion field in x 

and y direction respectively; Z is the depth of the 

corresponding 3D point; and the subscripts x, y and z 

indicate the component of the x-axis, y-axis and z-axis 

directions.[6] 

 

Advantages: when the average disparity between frames is 

large, the depth reconstruction can be done in a way as that 

of binocular disparity (stereo). The motion field becomes 

equal to the stereo disparity map only if the spatial and 

temporal variances between frames are sufficiently small. 

[6] 

Disadvantages: It is worth to note that the sufficiently 

small average spatial disparity of corresponding points in 

consecutive frames is beneficial to the stability and 

robustness for the 3D reconstruction from the time 

integration of long sequences of frames. [6] 

 

Defocus Using More Than Two Images 

Depth-from-Defocus (DFD) technique is an elegant 

passive auto focusing method. It only needs two or three 

images recorded with different camera settings to recover 

the depth of certain object by computing the degree of 

blurring. 
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FIGURE 3: Thin Lens Model [6] 

 

There are generally two categories of DFD algorithms: 

statistical and deterministic. Statistical approaches like 

Maximum likelihood [7] and Markov Random field 

methods [8] require more image computing. Deterministic 

algorithms can be classified as frequency domain 

approaches [9][10] and spatial domain approaches.[11][12] 

The frequency domain approaches are generally 

computation expensive and yield lower depth-map density. 

While spatial domain approaches only use a small image 

region, thus require less computation and generate 

piecewise depth-map. Due to the inherent advantage of 

being local in nature, spatial domain approach is more 

suitable for real-time auto focusing applications.[39] [6] 

Depth-from-defocus methods generate a depth map from 

the degree of blurring present in the images. In a thin lens 

system, objects that are in-focus are clearly pictured whilst 

objects at other distances are defocused, i.e. blurred. 

Figure 3 shows a thin lens model of an out-of-focus real 

world point P projected onto the image plane. Its 

corresponding projection is a circular blur patch with 

constant brightness, centered at P 
''
 with a blur radius of σ. 

[6] 

The blur is caused by the convolution of the ideal 

projected image and the camera point spread function 

(PSF) g(x, y, σ (x, y)) where (x, y) are the coordinates of 

the image point P
''
. It is usually assumed that σ (x, y) = σ, 

where σ is a constant for a given window, to simplify the 

system and Gaussian function is used to simulate the PSF: 

 

(2.5) 

 

 

Pentl

and 

[14] 

has 

derived a relationship between the distance u (Figure 3) 

and the blur σ in equation (2.7): 

                                                                        if 

u>v 

                                                                      if 

u<v                                   (2.7) 

where u is the depth, v is the distance between the lens and 

the position of the perfect focus, s is the distance between 

the lens and the image plane, f is the focal length of the 

lens, and k is a constant determined by the lens system. Of 

these, s, f and k are camera parameters, which can be 

determined by camera calibration. Please note that the 

second case u <v is possible to happen, for example, when 

f < u <2 f, based on the fundamental equation of thin lenses 

(2.6), we can obtain v > 2 f , which yields thus u < v .[6] 

The depth-from-focus algorithms focus thus on the blur 

radius estimation techniques.We do not normally 

experience changes in the precision of depth estimates 

behind and in front of where we are looking. This state is 

often achieved by using other depth cues to fill in the gaps 

left by disparity.  

 

Advantages:  
We do not normally experience changes in the precision of 

depth estimates behind and in front of where we are 

looking. This state is often achieved by using other depth 

cues to fill in the gaps left by disparity.[39] 

Blur is nearly always informative. It makes the depth 

estimation significantly more precise throughout visual 

space[39] 

[16] Shows that disparity and depth-of-field blur have the 

same underlying geometry and therefore that blur is 

roughly a fixed proportion of disparity.[39] 

 

Disadvantages: 

Defocus blur does not in any obvious way indicate the sign 

of a change in distance: i.e., whether an out-of-focus object 

is nearer or farther than an in-focus object. However, the 

visual system does clearly solve the sign-ambiguity 

problem. For depth estimation, the system solves the 

problem by using other depth cues that do not provide 

metric depth information[16][39] 

The relationship between distance and blur depends on 

pupil size. There is no evidence that people can measure 
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their own pupil diameter, so the relationship between 

measured blur and specified distance is uncertain. But 

steady-state pupil size does not vary much under typical 

daylight conditions. Specifically, intrasubject pupil 

diameters vary over a range of 2.8 mm for luminance 

levels between 0.40 and 1,600 cd/m
2
 [15], yielding an 

uncertainty in the estimate of z0 of only 66% over a 

luminance range of 200,000%.[16] 

 

Focus 

The Depth-from-focus approach is closely related to the 

family of algorithms using depth from defocus. The main 

difference is that the depth-from-focus requires a series of 

images of the scene with different focus levels by varying 

and registering the distance between the camera and the 

scene, while depth-from-defocus only needs 2 or more 

images with fixed object and camera positions and use 

different camera focal settings. [6] 

Depth of focus is a lens optics concept that measures the 

tolerance of placement of the image plane (the film plane 

in a camera) in relation to the lens. In a camera, depth of 

focus indicates the tolerance of the film's displacement 

within the camera, and is therefore sometimes referred to 

as "lens-to-film tolerance."The phrase depth of focus is 

sometimes erroneously used, to refer to the depth of 

field (DOF), which is the area in front of the lens in 

acceptable focus, whereas the true meaning of depth of 

focus refers to the zone behind the lens wherein the film 

plane or sensor is placed to produce an in focus image. 

Depth of focus can have two slightly different meanings. 

The first is the distance over which the image plane can be 

displaced while a single object plane remains in acceptably 

sharp focus, the second is the image-side conjugate of 

depth of field. With the first meaning, the depth of focus is 

symmetrical about the image plane; with the second, the 

depth of focus is greater on the far side of the image plane, 

though in most cases the distances are approximately 

equal. Where depth of field often can be measured in 

macroscopic units such as meters and feet, depth of focus 

is typically measured in microscopic units such as 

fractions of a millimetre or thousandths of an inch.  

The same factors that determine depth of field also 

determine depth of focus, but these factors can have 

different effects than they have in depth of field. Both 

depth of field and depth of focus increase with smaller 

apertures. For distant subjects (beyond macro range), depth 

of focus is relatively insensitive to focal length and subject 

distance, for a fixed f-number. In the macro region, depth 

of focus increases with longer focal length or closer 

subject distance, while depth of field decreases. [17] 

 
 

FIGURE 4: Depth from Focus [6] 

 

Figure 4 illustrates the principle of the depth-from-focus 

approach [18]. An object with an arbitrary surface is 

placed at the translational stage, which moves towards the 

camera (optics) starting from the reference plane. The 

focused plane is defined by the optics. It is located at the 

position where all points on it are focused on the camera 

sensor plane. Let ‘s’ be a surface point on the object. When 

moving the stage towards the focused plane, the images of 

‘s’ become more and more focused and will obtain its 

maximum sharpness when ‘s’ reaches the focused plane. 

After this, moving ‘s’ furthermore makes its image 

defocused again. During this process, the displacements of 

the translational stage are registered. If we assume that the 

displacement is d focused when ‘s’ is maximally focused and 

the distance between the ‘focused plane’ and the reference 

plane is d f , then the depth value of ‘s’ relative to the stage 

will be determined as d s d f − d focused . Applying this 

same procedure for all surface elements and interpolating 

the focus measures, a dense depth map can be constructed. 

[6] 

Advantages: 

In [19] the authors discuss a method in which the blur is 

evaluated from the intensity 

change along corresponding pixels in the multi-focus 

images instead of using window based blur estimation 

operators.  

Recently Hasinoff and Kutulakos [20] have shown that for 

very high resolution images the 

depth from focus can be seen to be reduced to color 

comparison with regions of an 

Aperture-focus image representation for each pixel. 

Disadvantages: 

The fundamental weakness of the DFF method is, 

however, the time required for image 

acquisition.  
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In practice about ten or even more images are required to 

estimate the depth of a scene 

for a reasonable level of accuracy.  

Silhouette 

A silhouette of an object in an image refers to the contour 

separating the object from the background. Shape-from-

silhouette methods require multiple views of the scene 

taken by cameras from different viewpoints. Such a 

process together with correct texturing generates a full 3D 

model of the objects in the scene, allowing viewers to 

observe a live scene from an arbitrary viewpoint. 

Shape-from- silhouette requires accurate camera 

calibration. For each image, the silhouette of the target 

objects is segmented using background subtraction. The 

retrieved silhouettes are back projected to a common 3D 

space (see Figure 5) with projection centers equal to the 

camera locations. Back-projecting a silhouette produces a 

cone-like volume. The intersection of all the cones forms 

the visual hull of the target 3D object, which is often 

processed in the voxel representation. This 3D 

reconstruction procedure is referred to as shape-from-

silhouette. 

 
FIGURE 5: Silhouette volume intersection [6] 

 

A shape-from-silhouette algorithm is often followed by a 

texturing algorithm. The visual hull is a geometry that 

encloses the captured object, but it does not capture the 

concave portion of the object that is not visible on the 

silhouette. Moreover, the number of views is often limited 

to make the processing time reasonable. This leads to a 

coarse geometry of the visual hull. Texturing assigns 

colors to the voxels on the surface of the visual hull and is 

therefore an indispensable step in creating realistic 

renderings.[6] 

 

Advantages: 

First of all, silhouettes are readily and easily obtainable, 

especially in indoor environment where the cameras are 

static and there are few moving shadows. [22] The 

implementation of most SFS methods is also relatively 

straightforward, especially when compared to other shape 

estimation methods such as multi-baseline stereo] or space 

carving[22].  Moreover, the inherently conservative 

property of the shape estimated using SFS is particularly 

useful in applications such as obstacle avoidance in robot 

manipulation and visibility analysis in navigation[22] 

 

Disadvantages: 

Shape-from-silhouette methods require multiple views of 

the scene taken by cameras from different viewpoints. SFS 

suffers from the limitation that the shape estimated by SFS 

(the VH) can be a very coarse approximation when there 

are only a few silhouette images, especially for complex 

objects. [22] 

 

 

III. COMPARISION 

 
On the basis of some parameters these conversion techniques has been compared. 

 

S.N. Conversion 

Techniques 

Advantage  Disadvantage 

1 Binocular Disparity Increase Depth Perception, Flexibility 

Visibility Beyond an Obstacle 

 

Decreased Visual Field 

Limited Focus 

Prone to Disorder 

2 Motion 

 

motion field becomes equal to the stereo 

disparity map 

time integration of long sequences of 

frames 

3 Defocus Using More 

Than Two Images 

 

Blur is nearly always informative. It makes the 

depth estimation significantly more precise 

throughout visual space 

The system solves the problem by using 

other depth cues that do not provide metric 

depth information 

4 Focus 

 

For very high resolution images the 

depth from focus can be seen to be reduced to 

Ten or even more images are required to 

estimate the depth of a scene 
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color comparison for a reasonable level of accuracy 

5 Silhouette 

 

silhouettes are readily and easily obtainable, 

useful in applications such as obstacle 

avoidance in robot manipulation 

Shape-from-silhouette methods require 

multiple views 

 

 

IV. CONCLUSION 

 

Binocular Depth Cues Techniques like binocular Disparity 

Motion, Focus, Defocus, silhouette are important 

techniques for 2D to 3D conversions. The binocular 

disparity can be used to recover the depth of an object. To 

estimate depth you can rely much more heavily on the fact 

that your view is different as you are at different position is 

done by Motion. Depth-from-Defocus (DFD) technique is 

an elegant passive auto focusing method. The main 

difference is that the depth-from-focus requires a series of 

images of the scene with different focus levels by varying 

and registering the distance between the camera and the 

scene. A silhouette of an object in an image refers to the 

contour separating the object from the background  
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